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Scholarly Knowledge Modelling (SKM) Team

• SKM develops innovative AI solution leveraging large-
scale data mining, semantic technologies, machine 
learning, and visual analytics for making sense of 
scholarly data and forecasting research dynamics.

• The SKM team has an extensive list of collaborators, 
which include (but are not limited to): 
• Leading European universities (e.g., FIZ Karlsruhe, Bologna, 

Cagliari, Paris Sorbonne, Seville, Milano Bicocca, Oxford)
• Intergovernmental organizations, such as OECD
• Research institutes (FBK and GESIS)
• Commercial organizations, including Digital Science, Linkalab 

and one of the top international scientific publishers: 
Springer Nature. 



How has AI supported the Research Ecosystem so far?

Past decades Past few years

AI has been supporting research with Machine 
Learning and Deep Learning models:
• Product recommendations
• Medical diagnosis
• Fraud detection
• Face recognition
• Sentiment Analysis
• Machine translation

AI has been supporting research with co-pilots:
• Question Answering
• Summarising, proofreading
• Literature reviews
• Code development
• Drafting content



Vision: Extending Human Performance in Research

• Next decade?

AI as Smart Personal Research Assistant:
• Daily digests on recently published literature tailored to researcher’s interest
• High-quality literature reviews
• Hypothesis generation and prioritisation
• Packaging data for Open Science
• Drafting impact cases
• Assisting peer review
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Automatic Generation of Literature Review

Are there AI tools that can generate a draft literature review based on a research 
question/topic?

What are the main 
research gaps in the 
field of explainable AI?

Explainable AI (XAI) has emerged 
as a vital research domain aimed 
at enhancing the transparency 
and interpretability of artificial 
intelligence systems (Adadi & 
Berrada, 2018). While substantial 
progress has been made …

Bolanos et al. (2023) Artificial Intelligence for Literature Reviews: Opportunities and Challenges. https://arxiv.org/abs/2402.08565 

https://arxiv.org/abs/2402.08565


Automatic Generation of Literature Review

The generated literature reviews lack the structure and presentation style found in 
literature reviews written by researchers.

Bolanos et al. (2024) Artificial Intelligence for Literature Reviews: Opportunities and Challenges. https://arxiv.org/abs/2402.08565 

Scite, Elicit, Consensus, 
EvidenceHunt, MirrorThink, 
Perplexity, Scispace, Jenni.ai, 
ResearchBuddies, Silatus, 
Textero.ai

Abstrackr, Colandr, Covidence, EPPI-Reviewer, Rayyan, SWIFT-
Active Screener, DistillerSR, SWIFT-Review, SysRev, Nested 
Knowledge, RobotAnalyst, LitSuggest, Pitts.ai, Research Screener, 
ASReview, PICOPortal, FAST2, Dextr, ExaCT, Iris.ai, 
RobotReviewer/RobotSearch 

21 leading Systematic Literature Review (SLR) tools 11 LLM-based tools aiding LR

https://arxiv.org/abs/2402.08565


Automatic Generation of Literature Review
We are designing a new AI framework for automatically generating literature reviews that 
integrates information from multiple sources and exploits an advanced characterization of 
scientific concepts and research questions.

Framework Literature Review Knowledge Graph
LLM-based Method for the 

Generation of Literature Reviews

Creating Gold Standard
(with the support of human 
annotators)

Identification of categories:
• Description
• Introduction
• Result
• Limitation
• Research Gap
• Extension

Data Retrieval:
• S2ORC
• CORE repository

Knowledge Graph 
generation containing 
papers with portions of 
text associated with the 
corresponding category.

Integrating knowledge into 
LLMs (GPT 3.5, LLaMA, 
Falcon, and Mistral) such 
as:  
• Zero-shot
• Few-shot 
• Fine-tune of smaller 

LLMs (e.g., Mistral, 
LLaMA 7B, Gemma)

• Knowledge injection 
techniques
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AI System for Hypothesis Generation - Architecture
A novel approach which exploits link prediction models, impact features, and large language 
models to formulate original research hypotheses and relevant research plans. 

Scientific
Literature

Information extraction

Entity Extraction Relationship Extraction

Knowledge Graph Generation
Ontology-based 

verification
Consensus-based 

verification

CS-KG

15M articles

41M triples about tasks,
methods, material, metrics…

AIDA-KG

Metadata about
research impact
(e.g., citations, publications, patents)

Borrego et al. (2024) Research Hypothesis Generation over Scientific Knowledge Graphs. 
Submitted to Knowledge-Based System



AI System for Hypothesis Generation - Architecture
A novel approach which exploits link prediction models, impact features, and large language 
models to formulate original research hypotheses and relevant research plans. 

Scientific
Literature

KG of hypotheses and 
research plans

Information extraction

Entity Extraction Relationship Extraction

Knowledge Graph Generation
Ontology-based 

verification
Consensus-based 

verification

Cluster triples in more complex hypothesis

Apply large language models (e.g., GPT 3.5) to 
translate the triples into a cogent hypothesis 

and generate a research plan

<autonomous_vehicle,includes,brain_wave>, 
<autonomous_vehicle,uses,eye_tracking>, 
<autonomous_vehicle,performs,obstacle_avoidance>… 

" Autonomous vehicles equipped with brain wave 
sensors and eye tracking technology can improve 
obstacle avoidance performance."

CS-KG

15M articles

41M triples about tasks,
methods, material, metrics…

Hypothesis Generation over the KG
Generation of 

candidate triples
Assessing quality via 

supervised model 

AIDA-KG

Metadata about
research impact
(e.g., citations, publications, patents)



Hypothesis Generation – An Example

Hypothesis: Autonomous vehicles equipped with brain wave sensors and eye-
tracking technology can improve obstacle avoidance performance.

Discussion: Autonomous vehicles are becoming increasingly popular, and their 
safety is a crucial concern. Obstacle avoidance is a critical task for autonomous 
vehicles, and it requires the integration of various technologies. One possible 
solution is to equip autonomous vehicles with brain wave sensors and eye-tracking 
technology. Brain wave sensors can detect the driver's cognitive state and predict 
their intentions, while eye tracking technology can monitor the driver's gaze and 
attention. By combining these technologies, it is possible to improve obstacle 
avoidance performance and enhance the safety of autonomous vehicles.
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Our approach: a glimpse 
#citations 5yrs:

2652
Publication Year:

2015

['multimedia systems', 'natural
languages', 'image processing', 'machine
learning', 'artificial intelligence',
'semantics', 'ontology', 'natural language
processing', 'image coding',
'linguistics']

['computer imaging and vision', 'object
detection', 'image analysis', 'image
processing', 'pattern recognition',
'machine learning', 'artificial
intelligence', 'neural networks', 'object
recognition', 'image segmentation’]

Papers in the 5 years
before collaboration Author Expertise

['convolutional neural networks', 'auto
encoders', 'multilayer perceptrons',
'image analysis', 'image processing',
'machine learning', 'neural networks',
'artificial intelligence', 'network
architecture', 'backpropagation
algorithm']



Insights – Part I

• An analysis in Computer Science on ~1M papers and 4.4M authors
• Diversity and number of citations are highly correlated (Pearson’s r=0.9, 

p<0.0001)

Salatino et al. (2023). Diversity of Expertise is Key to Scientific Impact: a Large-Scale Analysis in the Field of Computer 
Science. STI 2023
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Insights – Part II

In this case, an AI system has been employed to model the expertise of authors.

This knowledge can be used to:
• develop new policies for improving the research enterprise and accelerate 

science
• build a successful research team
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How to integrate LLM and Scientific Knowledge Graphs?

SKGs are complementary to LLMs. They can improve their performance and alleviate 
hallucinations.  

• SKGs can support RAG (Retrieval Augmented Generation) – feeding to the LLM only 
relevant and verifiable data (e.g., portions of articles)

• LLMs can be fine-tuned to translate natural language to SPARQL queries over the 
knowledge graphs (see for example SciQA)

• SKGs can be used to detect hallucinations (e.g., fake papers)
• LLMs can be augmented with various knowledge injection techniques to improve 

performance over several tasks.



Question Answering over Knowledge Graph

We conducted an in-depth analysis of LLMs for scientific question 
answering and different ways to optimize them.
We employed the SciQA Benchmark

Lehmann et al. (2024) Large Language Models for Scientific Question Answering: an Extensive Analysis of the SciQA Benchmark. 
Submitted to ESWC 2024.

LLM-based 
query 
translator

SPARQL Engine
What is the most common 
Knowledge representation 
method in “Semantic 
representations of scholarly 
communication”?

SPARQL QueryQ

A Results interpreter



Question Answering over Knowledge Graph

Lehmann et al. (2024) Large Language Models for Scientific Question Answering: an Extensive Analysis of the SciQA Benchmark. 
Submitted to ESWC 2024.

• ‘Solved’ SciQA, the top benchmark 
in the area with >97% F1

• Demonstrated excellent 
performance with fine-tuned 
version of small models (e.g.,T5)

• Now working on the creation of 
more challenging benchmarks



Conclusions & Future Work

• LLMs are shifting the paradigms of AI
• LLMs have unlocked a new level of opportunities

• All that glitters is not gold!

• Several challenges to address:
• Quality of the responses
• Quality of the skills
• Ethical
• Sustainability
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