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What I’m going to talk about today:

• Knowledge Infrastructure

• Social Machines
• Scholarly Primitives
• Software
• Research Integrity
• Music



What I’m not going to focus on today:

• Computational infrastructure

• Bias

• Responsible innovation

• Ethics

• Energy
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TELL ME YOUR PROBLEMS. PLEASE TERMINATE INPUT WITH A PERIOD OR A 
QUESTION MARK.
**I am giving a talk on evolving knowledge infrastructure.
DO YOU BELIEVE IT NORMAL TO BE GIVING A TALK ON EVOLVING KNOWLEDGE 
INFRASTRUCTURE?
*It is normal for me.
SUPPOSE IT WERE NOT NORMAL FOR YOU.
*Would you like to give the talk instead?
OH? I LIKE TO GIVE THE TALK INSTEAD?
*Yes Eliza.
WHY ARE YOU SO SURE?
*You are the original chatbot.
WHAT MAKES YOU THINK I AM THE ORIGINAL CHATBOT? ht
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Web Era

AI Era
(Eliza)



Some eras:

• Microcomputers

• Internet

• Web (and Semantic Web)

• AI/ML

NB I’ve characterised these by ”democratization”
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Knowledge Infrastructures:
Intellectual Frameworks and Research Challenges



https://force11.org/info/force11-manifesto/



• A workflow commons for workflow sharing, 
designed using Web 2.0 principles

• Launched open beta in November 2007, still 
actively used

• Largest public collection of workflows 
(~4000), for multiple workflow systems

• 1400+ entries in Google Scholar refer to 
myexperiment.org

• Open source, REST API, part of Open Linked 
Data cloud (66k triples) - lod-cloud.net

• Introduced “packs” which led to Research 
Objects – www.researchobject.org

• Workflow collection studied in scientific 
workflow and e-Science communities
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www.myexperiment.org

De Roure, D., Goble, C. Stevens, R. (2009) The Design and Realisation of 
the myExperiment Virtual Research Environment for Social Sharing of 
Workflows. Future Generation Computer Systems 25, pp. 561-7.

http://lod-cloud.net/
http://www.researchobject.org/


Social Machines

“Real life is and must be full of all kinds of social 
constraint – the very processes from which society 
arises. Computers can help if we use them to create 
abstract social machines on the Web: processes in 
which the people do the creative work and the 
machine does the administration... The stage is set 
for an evolutionary growth of new social engines. 
The ability to create new forms of social process 
would be given to the world at large, and 
development would be rapid.”

Berners-Lee, Weaving the Web, 1999 (pp. 172–175)



“Yet Wikipedia and its stated ambition to “compile the sum of all human 
knowledge” are in trouble. The volunteer workforce that built the project’s 
flagship, the English-language Wikipedia—and must defend it against 
vandalism, hoaxes, and manipulation—has shrunk by more than a third since 
2007 and is still shrinking… 

The main source of those problems is not mysterious. The loose collective 
running the site today, estimated to be 90 percent male, operates a crushing 
bureaucracy with an often abrasive atmosphere that deters newcomers who 
might increase participation in Wikipedia and broaden its coverage…”

http://w
w
w.technologyreview.com

/featuredstory/520446/the-decline-of-w
ikipedia/2013







Scholarly Primitives refer to some 
basic functions common to 
scholarly activity across disciplines, 
over time, and independent of 
theoretical orientation.
These ‘self-understood’ functions 
form the basis for higher-level 
scholarly projects, arguments, 
statements, interpretations—in 
terms of our original, 
mathematical/philosophical 
analogy, axioms.

Discovering
Annotating
Comparing
Referring
Sampling
Illustrating

Representing
John Unsworth



• What is the nature of truth: independent or 
cumulative?

• How much play is there in the machine? What is 
the degree of co-creation?

• Today’s new Scholarly Primitives reflect the stance 
of creator as well as user: researchers and citizens 
are empowered to create Social Machines.

Pip Willcox



Enter AI/ML…





In an effort to speed up classifications to cope with the large 
number of galaxies we expect to receive from new surveys, we've 
been working on ways to combine your classifications with those 
of machines, inspired by the idea that the combination of both 
automatic and human classification may be more powerful than 
either alone. If you choose the 'Enhanced' work flow, you will be 
much more likely to see the top 100 galaxies our galaxy-
classifying robot thinks it needs help with in order to improve. All 
galaxies will be seen by at least a few volunteers to make sure we 
aren't missing anything. If you'd rather just see a random selection 
of available galaxies, choose 'Classic’.



Our scholarly workflows now engage the crowd and 
the AIs, with increasing ease.
With both crowdsourcing and AI, we are 
outsourcing work (typically in order to scale).
What are the hidden costs of these approaches?

Crowdsourcing vs AI-sourcing



https://aws.amazon.com/what-is/retrieval-augmented-generation/



https://www.businessinsider.com/ted-underwood-ai-optimist-humanities-language-literature-research-bill-gates-2023-12



SOFTWARE

AI is now routinely used by software developers, for 
writing code, unit tests, debugging, documentation.

It is surprisingly good with ontologies too.



SOFTWARE

AI is now routinely used by software developers, for 
writing code, unit tests, debugging, documentation.





• Peer-review process: AI and in particular LLMs used in content 
creation, by editors and peer-reviewers. Exacerbated by anonymity of 
peer-reviewers and the 'publish or perish' ecosystem. 
• Data analytics and visualisation: increasingly relying on data analytics 

using ML models. Hallucination and other non-deterministic processes 
may skew the presentation of final results and/or visualisations. 
• Models trained on state-of-the-art datasets that might fall under IP 

protection laws. Revelation of state-of-the-art, non-verified unique 
datasets and results might compromise ('poison') other datasets.
• Such events might exacerbate problems in domains such as 

pharmacological research, defence and national security research, 
critical national (research) infrastructure, etc.

Oktay Cetinkaya & Peter Novitzky - Synthesis Fellows



If we are measured by our rate and quality/impact 
of publication, the ecosystem will adapt to support 
this.
Automation is already happening pervasively in the 
scholarly workflows. 

The ecosystem perspective





Advancing purpose and mutual knowledge of intentions
Feedback when strands perform activities together

Aggregates of strands
Structures of composed strands
Situations of shared experience

Strands driven by purpose
Situations of activity

Rob Walton
A social machine formalism suitable for representing 
sustained organisation on and off the Web 



Milton Court Concert Hall, 2 Nov 2019Alter | PRiSM led by Robert Laidlow
Alter was premiered by the Britten Sinfonia and Marta Fontanals-
Simmons, conducted by William Cole, at the Barbican.

https://www.youtube.com/watch?v=L1mQGaNmfUM



Robert Laidlow
Hybrid Chain model



Future Epoch
 
Solar flares smash into space and time
No response

A new existence forged from the 
fragments

Of old shapes

Making shapes with the raw materials 
In the hands of the painters

New plans

Borrowing the lines from the past

They could learn from where they fell



“Thus, it has come to pass 
  not only that improvisations 
  by creative musical machines 
  are often indistinguishable 
  from those created by 
  humans, but also that they 
  need not be so distinguished.”

George E. Lewis, 2021



https://aijobnetw
ork.com

/jobs/openai-engineering-m
anager-hum

an-data
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CLOSING QUESTIONS

1. Should we try to track provenance more 
comprehensively? Or do we not need to 
distinguish human and AI anymore?

2. What are the scholarly primitives in the new era?
3. How do we measure the rate of innovation - and 

is it increasing?
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